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Abstract

Data overload is a generic and tremendously difficult problem.  We examine three different
characterizations that have been offered to capture the nature of the data overload problem and
how they lead to different proposed solutions.  The first characterization is a clutter problem
where there is “too much stuff,” which leads to proposals to reduce the number of data bits that
are displayed.  The second characterization is a workload bottleneck where there is too much
data to analyze in the time available.  Data overload as a workload bottleneck shifts the view to
practitioner activities rather than elemental data and leads to proposals to use automation to
perform activities for the practitioner or cooperating automation to assist the practitioner.  The
third characterization is a problem in finding the significance of data when it is not known a
priori what data will be informative.  People are a competence model for this cognitive activity
because people are the only cognitive system that is able to focus in on interesting material in
natural perceptual fields, even though what is interesting depends on context.  Current
approaches to coping with data overload have applied various “context-free finesses” to avoid
directly confronting the problem that what is significant depends on context.  These finesses are
limited because they represent workarounds rather than directly dealing with the factors that
make it difficult for people to extract meaning from data.  We advocate an alternative approach
to solving the data overload problem that depends on model-based organization of the data in a
conceptual space that depicts the relationships, events, and contrasts that are informative in a
field of practice and the use of active machine intelligence in circumscribed, cooperative roles to
aid human observers in organizing, selecting, managing, and interpreting data.
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Data Overload is a Generic and Difficult Problem

Data overload is the problem of our age -- generic yet surprisingly resistant to different avenues
of attack.  In order to make progress on innovating solutions to data overload in a particular
setting, we need to identify the root issues that make data overload a challenging problem
everywhere and to understand why proposed solutions have broken down or produced limited
success in operational settings.

This paper is a summary overview of a more in-depth “diagnosis” (Woods, Patterson, and Roth,
1998, http://csel.eng.ohio-state.edu/) of what makes data overload a difficult problem based on
past studies where we have examined how new computerized devices can help overcome or can
exacerbate data overload related problems in control centers such as mission control for space
shuttle operations, highly automated aviation flight decks, computerized emergency operations
control centers in nuclear power plants, and surgical anesthetic management systems in operating
rooms.  Focusing attention on root issues reveals paths for innovation.

Characterizations of Data Overload

There are three basic ways that the data overload problem has been characterized:
1. As a clutter problem where there is too much data:  therefore, we can solve data overload by

reducing the number of data bits that are displayed.  This has not proven to be a fruitful
direction in solving data overload because it misrepresents the design problem, is based on
erroneous assumptions about how human perception and cognition work, and is incapable of
dealing with the context sensitivity problem – in some contexts, some of what is removed
will be the relevant data.

2. As a workload bottleneck where there is too much to analyze in the time available:  therefore,
we can solve data overload by using automation and other technologies to perform activities
for the user or to cooperate with the user during these activities.  This is a potentially useful
way to think about data overload, but the findings clearly show that automation support is
necessary but not sufficient to create useful systems.  Introducing autonomous machine
agents changes the cooperative structure creating new roles, new knowledge requirements,
new judgments, new demands for attention, and new coordinative activities.  The automation
must be directable and observable in order to avoid patterns of coordination breakdowns such
as clumsy automation and automation surprises (Patterson et al., 1998).

3. As a problem in finding the significance in data when it is not known a priori what data from
a large data field will be informative:  therefore, we can solve data overload through model-
based abstractions and representation design (Woods, 1984; Vicente and Rasmussen, 1992;
Zhang and Norman, 1994).  Machine intelligence is used to better organize the data to help
people extract meaning despite that fact that what is informative depends on context.  People
are a competence model for this cognitive activity because people are the only cognitive
system that we know of that is able to focus in on interesting material in natural perceptual
fields, even though what is interesting depends on context.  Characterizing the data overload
problem in this way will allow us to directly address the difficult challenges in creating truly
useful solutions.



The Context-Sensitivity Problem

The key reason that the task of finding the significance in data is so difficult is what we refer to
as the context-sensitivity problem.  That is, the information carried by data is not absolute – it
depends on the context in which it occurs, including:
• the values of other related data,
• how the set of related data can vary with larger context,
• the goals and expectations of the observer,
• the state of the problem solving process and stance of others.

Appreciating the effects of context-sensitivity is critical to a deep understanding of data overload.
If people already know which data are relevant to the current context and how they relate, the
problem reduces to navigating or searching within the virtual data field to find the required
values.  Supporting this process is an important and potentially difficult design challenge (see
Woods and Watts, 1997), and failing to do so can significantly increase the operational impacts
of data overload.  However, the central problem of data overload is not how to enable people to
find specific data.  Rather, the key question is how help observers to understand which portions
of the data space need to be examined given a dynamic operational context.

How Current Methods “Finesse” the Context-Sensitivity Issue

Current approaches to coping with data overload have applied various “finesses” to avoid
directly confronting the context-sensitivity problem (Woods et al., 1998).  In one sense, these
finesses represent positive pragmatic adaptations to difficulty – they reduce data overload
problems to dimensions where experienced people can often continue to function effectively.
However, finesses are limited because they represent workarounds rather than directly dealing
with the factors that make it difficult for people to extract meaning from data.  All of these
approaches involve a form of pre-defining which data within the data field are most important to
present to observers.  For example, techniques which attempt to filter the available data or
present it in prioritized lists rely on a model specifying how to filter or alter the relative salience
of data.  These models tend to be static, based on global considerations of priority or importance.
They are not designed to be responsive to subtle or novel variations in the problem environment
which may significantly alter the actual importance of different data.

Another class of techniques finesse the context sensitivity problem by organizing data along
syntactically generated dimensions which purport to correlate with “similarity” or “relevance”
(e.g., as in most search engines for the World Wide Web).  Generally, these cues are statistical
properties of text that are not linked to domain- or task-specific models.  The primary limitation
of this approach is that syntactic and statistical properties of text provide at best a weak correlate
to semantics.  In addition, the dimensions are often algorithmic combinations of a multitude of
factors which are not observable to the practitioner and do not accord well with how they would
have organized the data themselves.

Contrary to what seems to be an implicit belief on the part of many designers, introducing
intelligent machine agents to monitor and process data does not make the context-sensitivity
problem go away.  All such designs rely on a model of the relationship between the problem



context and the significance of data in order to decide where to focus processing resources.
These models can be more or less sophisticated, but they can never be more than approximate for
any non-trivial setting.  This means that any machine problem solver is potentially brittle; they
can break down when circumstances go beyond the set explicitly considered by designers.  In
order to create systems which are robust under conditions of data overload, we must recognize
and design to account for this limitation.  This is not an argument against using machine
processing, but it means we must deploy technology in ways such that the result is cooperative
human-machine systems which are able to successfully adapt to unanticipated conditions
(Billings, 1996).

Towards Context-Sensitive Methods

The preceding discussion leads to the conclusion that, because of the context-sensitivity problem,
we must direct our efforts towards techniques which do not rely on knowing in advance what the
relevant subset of data is.  We have also argued that methods which rely centrally on machine
processing are vulnerable to brittleness as a result of the context-sensitivity of data.  This has led
us to cast the problem as one of helping people to recognize or explore the portions of the data
field that might be relevant for the current context so that they can focus attention on those areas.

Our approach involves two parallel strategies.  The first is to use models of the domain semantics
as the foundation for visualizations which provide a structured view of the data field for
observers.  The intent is to take advantage of the context-sensitive properties of human cognition
by giving observers the perceptual leverage needed to focus in on relevant sub-portions of the
data space.  The second strategy is to use active machine intelligence in supplemental,
cooperative roles to aid human observers in organizing, selecting, managing, and interpreting
data.

Model-Based Visualizations

This tactic is similar in philosophy to other methods in the literature which use models of domain
semantics as a way to structure displays of data (e.g., Vicente and Rasmussen, 1992).  Taking
advantage of the context-sensitive nature of human cognition presumes a structured data field for
our attentional processes to operate on.  The idea therefore is to build a conceptual space for
organizing the data based on a model of the fundamental relationships, objects, and events in the
domain.  In order to support skillful shifting of attention, these visualizations will have to include
mechanisms allowing observers to perceive changes or potentially interesting conditions which
are not necessarily in direct view, and to re-orient their attention to the new data.  They must also
emphasize anomalies and contrasts by showing how data departs from or conforms to
expectations.

Because of the central importance of models in this method, it is important to develop a
framework of models which can be used to understand different settings and to serve as the basis
for choosing and instantiating appropriate classes of visualizations.  Levels of the framework will
vary in terms of how closely bound they are to a particular setting or scenario.  For example, we
have developed a portion of such a framework based on our studies of a particular analysis
scenario involving the first flight of the European Space Agency’s Ariane 5 satellite launch
vehicle (Table 1).  Each class of models used to understand the case is classified according to its



dependence or independence relative to both the task domain (analysis of reports) and the
particular scenario (failure of a rocket launch).

Table 1.  Models applicable to the Ariane 5 analysis case (Patterson, 1999)

Domain-independent
Scenario-independent

Domain-dependent
Scenario-independent

Domain-dependent
Scenario-dependent

events clusters of reports following a
landmark event

launch programs

accidents profitability cues for reports satellite programs
disruptions to a plan document types insurance rates
updates structural units in textual data rocket launches
predictions competitive/cooperative

structure of launch business
level of journalistic freedom
cultural reactions to failures

Cooperative Roles for Machine Intelligence

One prevalent view in the design of human-machine systems is to “allocate functions” between
machine and human agents.  With this approach, designers must choose which functions are
better performed by machines or humans and tasks are assigned accordingly.  This framing often
leads either to over-commitment to an immature machine intelligence or over-reliance on human
expertise.  The philosophical underpinnings of Cognitive Systems Engineering have redefined
this debate of whether to trust the machine or the human as an issue of coordination between
team players, where neither “does it all,” both are limited resource processors, and both are
subject to brittleness in processing.  This is not a rejection of technology, but rather a redefinition
of how technologies and humans should interact as team players to make a system that is more
robust than the individual elements.

There are several cooperative roles that machine intelligence could play in our approach that
relax the need for machine intelligence to always be correct.  One role is for active intelligence to
allow people to interact with data at a high level of manipulation, thereby making it easier to
interact with the computer, or “close the gulf of execution.”  With this role, the user could initiate
an interaction by marking data with a summary judgment such as “key” or “conflicting” which
the machine intelligence could then use to organize the data field given an “understanding” of
what the label implies.  Another is for the intelligence to structure the data along dimensions that
have been identified to be heuristically useful.  For example, rather than having the machine
intelligence sort by a summary, integrative judgment such as source quality, relevance, or
similarity, the dimensions that make up those judgments could be used to organize the display of
the data.  With textual databases, for example, the computer could display documents along the
dimensions of sources, dates, word counts and keywords so the machine can identify the
tractable contributors to a high level judgment that the person can make, trading off the tensions
and gaps among the contributors in a context-sensitive way.  In addition, machine intelligence



can play an active role as a critiquer to the human agent by suggesting ways to broaden the
exploration of the data space and alternative hypotheses to explain the data.

Criteria for Success

Based on our previous research in this area (Patterson, 1999, Patterson, Roth, and Woods, in
preparation), we have identified a number of criteria that successful responses to the data
overload problem must satisfy.  These criteria serve not only to guide design but are also useful
in generating scenarios to test the effectiveness of proposed designs.

Broadening.  First, solutions designed to deal with data overload should broaden the search for or
recognition of pertinent information, break fixations on single hypotheses, and widen the
hypothesis set that is considered to explain the available data.  It is a general finding in inferential
analysis tasks such as diagnosis that there is the potential for premature closure during the
analysis process.  This vulnerability is increased in data overload conditions because it is easy to
miss information that would challenge a leading hypothesis because it is hidden within a data
field that is too large to be exhaustively browsed.  When the process is prematurely closed, the
potential is increased for analytic products to be uncorroborated, incomplete, or even inaccurate.

Recognition of Unexpected Information.  Second, solutions should bring practitioner’s attention
to highly informative or definitive data and relationships between data, even when the
practitioners do not know to look for that data explicitly.  Informative data includes data that
deviates from expectations, data that eliminates potential hypotheses, and data that contradicts
with each other.  A particularly difficult criteria to meet that should be designed into evaluation
scenarios is to help practitioners recognize updates that overturn or conflict with previous
information.

Management of Uncertainty.  Third, solutions should aid practitioners to manage data
uncertainty.  In particular, solutions should help practitioners identify, track, and revise
judgments about data conflicts.  A variety of breakdowns have been observed in previous
research in identifying conflicts, tracking the conflicts, and revising judgments about the data in
the face of new information.

These evaluation criteria are interesting, in part, because they are so difficult to address.  They
highlight the difficulties in helping people to find the significance in data when it is not known a
priori what will be informative for the context.  It is unlikely that simple, straightforward
adjustments or feature additions to context-free approaches will address these criteria.  In order to
make progress on solving data overload, we must generate innovative design concepts that depict
the informative relationships, events, and contrasts for a field of practice in a conceptual space in
a way that is not dependent on brittle machine intelligence.
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